# ON LINEAR TRANSFORMATIONS PRESERVING AT LEAST ONE EIGENVALUE 

S. AKBARI AND M. ARYAPOOR<br>(Communicated by Joseph A. Ball)


#### Abstract

Let $F$ be an algebraically closed field and $T: M_{n}(F) \longrightarrow M_{n}(F)$ be a linear transformation. In this paper we show that if $T$ preserves at least one eigenvalue of each matrix, then $T$ preserves all eigenvalues of each matrix. Moreover, for any infinite field $F$ (not necessarily algebraically closed) we prove that if $T: M_{n}(F) \longrightarrow M_{n}(F)$ is a linear transformation and for any $A \in M_{n}(F)$ with at least an eigenvalue in $F, A$ and $T(A)$ have at least one common eigenvalue in $F$, then $T$ preserves the characteristic polynomial.


## Introduction

An active research topic in matrix theory is the linear preserver problems that deal with the characterization of linear transformations on matrix spaces with some special properties such as preserving certain functions or subsets. The classification of preserver problems began about 100 years ago. Characterizations of preservers have been appearing regularly over the past thirty years, and an excellent summary of nearly all characterizations of linear preservers can be found in a special issue of linear and multilinear algebra [5]. In 1897, Frobenius [2] proved that for any linear transformation on $M_{n}(\mathbb{C})$ that preserves the determinant, there are two matrices $A$ and $B$ in $M_{n}(\mathbb{C})(\operatorname{det}(A B)=1)$, such that either $T(X)=A X B$ or $T(X)=A X^{t} B$, for any $X \in M_{n}(\mathbb{C})$, where $X^{t}$ denotes the transpose of $X$.

In 1959 Marcus and Moyls [3] extended this result to any arbitrary field and proved the following somewhat surprising theorem.

Theorem A. If $F$ is a field and $T$ is a determinant preserving linear transformations, then there exist matrices $A$ and $B \in M_{n}(F)(\operatorname{det}(A B)=1)$, such that either $T(X)=A X B$ or $T(X)=A X^{t} B$, for any $X \in M_{n}(F)$.

Also, the interesting theorem was proved by Marcus and Purves 4].
Theorem B. Let $F$ be an algebraically closed field and $T: M_{n}(F) \longrightarrow M_{n}(F)$ be a linear transformation. If for any $A \in M_{n}(F), T$ preserves the set of eigenvalues of A (with multiplicity), then there exists an invertible matrix $P \in M_{n}(F)$ such that for any $X \in M_{n}(F)$, either $T(X)=P X P^{-1}$ or $T(X)=P X^{t} P^{-1}$.

[^0]Results. In the present paper we want to generalize Theorem A and Theorem B. More precisely we show that for any algebraically closed field $F$, if $T: M_{n}(F) \longrightarrow$ $M_{n}(F)$ is a linear transformation and for any $A \in M_{n}(F), T$ preserves at least one eigenvalue of $A$, then there exists an invertible matrix $P \in M_{n}(F)$ such that either $T(X)=P X P^{-1}$ or $T(X)=P X^{t} P^{-1}$.

Also, for any infinite field $F$, we show that if $T: M_{n}(F) \longrightarrow M_{n}(F)$ is a linear transformation and for any $A \in M_{n}(F)$ with at least an eigenvalue in $F, A$ and $T(A)$ have at least one common eigenvalue in $F$, then there exists an invertible matrix $Q \in M_{n}(F)$ such that for any $X \in M_{n}(F)$, either $T(X)=Q X Q^{-1}$ or $T(X)=Q X^{t} Q^{-1}$.

Before proving our main theorem we need the following key lemma.
Lemma 1. Let $F$ be an infinite field and $A \in M_{n}(F)$. Then there exists a matrix $B \in M_{n}(F)$ such that for infinitely many scalars $x \in F, A+x B$ has at least one eigenvalue in $F$.

Proof. Without loss of generality, we may assume that $A$ is a rational canonical form. Suppose that the rational canonical form of $A$ has $k$ blocks say, $A_{1}, \ldots, A_{k}$. If $A_{i} \in M_{n_{i}}(F)$ is as follows,

$$
A_{i}=\left(\begin{array}{ccccc}
0 & 0 & 0 & \cdots & -a_{i 0} \\
1 & 0 & 0 & \cdots & -a_{i 1} \\
0 & 1 & \ddots & 0 & -a_{i 2} \\
\vdots & \vdots & \ddots & 0 & \vdots \\
0 & 0 & \vdots & 1 & -a_{i, n_{i}-1}
\end{array}\right)
$$

then the characteristic polynomial of $A_{i}$ is $f_{i}(x)=x^{n_{i}}+a_{i, n_{i}-1} x^{n_{i}-1}+\cdots+a_{i 0} \in$ $F[x]$. Since $F$ is infinite, then the image of the function $f_{1}: F \longrightarrow F$ is infinite. Suppose that $B$ is an $n$ by $n$ matrix over $F$, whose $\left(1, n_{1}\right)$-th entry is 1 and the other entries are 0 . For any $r \in \operatorname{Im} f_{1}$, the characteristic polynomial of $A+r B$ is equal to $\left(f_{1}(x)-r\right) \prod_{i=2}^{k} f_{i}(x)$, and therefore $A+r B$ has at least one eigenvalue in $F$.

In the next result, we will use the following well-known simple facts (see Corollary 8.22 and Theorem 8.31 of [1]).

Theorem C. Let $R$ be a unique factorization domain. If $f(t)$ and $g(t)$ are relatively prime polynomials in $R[t]$, then there exist polynomials $p(t), q(t) \in R[t]$ such that $0 \neq f(t) p(t)+g(t) q(t) \in R$.
Theorem D ([6] p. 369, Exercise 3]). If $F$ is a field and $R=F\left[x_{11}, \ldots, x_{n n}\right]$, then $f(t)=\operatorname{det}\left(t I-\left[x_{i j}\right]\right)$ is an irreducible polynomial in $R[t]$.

For any polynomial $f\left(x_{11}, \ldots, x_{n n}\right) \in F\left[x_{11}, \ldots, x_{n n}\right]$ and for each matrix $A=$ $\left[a_{i j}\right] \in M_{n}(F)$, we define $f(A)=f\left(a_{11}, \ldots, a_{n n}\right)$. Now we are in a position to prove our main theorem.

Remark 1. If $F$ is an infinite field and $S$ is an infinite subset of $F$, and furthermore, $f\left(x_{1}, \ldots, x_{n}\right) \in F\left[x_{1}, \ldots, x_{n}\right]$ is a polynomial such that for every $a_{1}, \ldots, a_{n} \in S$, $f\left(a_{1}, \ldots, a_{n}\right)=0$, then $f \equiv 0$. The proof of this fact is based on applying induction on $n$.

Theorem 1. Let $F$ be an infinite field and $T: M_{n}(F) \longrightarrow M_{n}(F)$ be a function defined as $T\left(\left[x_{i j}\right]\right)=\left[f_{i j}\left(x_{11}, \ldots, x_{n n}\right)\right]$, where $f_{i j}\left(x_{11}, \ldots, x_{n n}\right) \in F\left[x_{11}, \ldots, x_{n n}\right]$. If for any $A \in M_{n}(F)$ with at least an eigenvalue in $F, A$ and $T(A)$ have at least one common eigenvalue in $F$, then $T$ is a characteristic polynomial preserver.

Proof. Let $R=F\left[x_{11}, \ldots, x_{n n}\right]$ and $f(t)$ and $g(t)$ be the following polynomials in $R[t]:$

$$
f(t):=\operatorname{det}\left(t I-\left[x_{i j}\right]\right), \quad g(t):=\operatorname{det}\left(t I-T\left(\left[x_{i j}\right]\right)\right)
$$

We claim that $f(t) \mid g(t)$ in $R[t]$. If $f(t) \nmid g(t)$, since $R$ is a unique factorization domain and $f(t)$ is an irreducible polynomial (see Theorem B), by Theorem C there exist polynomials $p(t), q(t) \in R[t]$ such that $0 \neq f(t) p(t)+g(t) q(t) \in R$. Let $\gamma\left(x_{11}, \ldots, x_{n n}\right)=f(t) p(t)+g(t) q(t)$.

We prove that $\gamma \equiv 0$, and thus we have $f(t) \mid g(t)$. Assume that $A=\left[a_{i j}\right] \in$ $M_{n}(F)$. By Lemma 1, there exists a matrix $B \in M_{n}(F)$ such that for infinitely many scalars $x \in F, A+x B$ has an eigenvalue $c_{x} \in F$ that is preserved by $T$. For such values $x$, if $A+x B=\left[g_{i j}(x)\right]$, we have

$$
\left.f\left(c_{x}\right)\right|_{\left[g_{i j}(x)\right]}=\left.g\left(c_{x}\right)\right|_{\left[g_{i j}(x)\right]}=0
$$

Therefore, for infinitely many scalars $x \in F$ we have $\gamma\left(\left[g_{i j}(x)\right]\right)=0$. But $\gamma\left(\left[g_{i j}(x)\right]\right)$ is a polynomial in $F[x]$, and it should be the zero polynomial. Now since $A=$ $\left[g_{i j}(0)\right]$, we have $\gamma(A)=0$. Thus by Remark $1, \gamma \equiv 0$ and the claim is proved. Thus we have $f(t) \mid g(t)$. Since $f(t)$ and $g(t)$ are monic and have the same degree in $t$, we have $f(t)=g(t)$. This implies that $T$ preserves the characteristic polynomial.

Now by Theorem 1 and Theorem B we have the following theorem.
Theorem 2. Let $F$ be an algebraically closed field and $T: M_{n}(F) \longrightarrow M_{n}(F)$ be a linear transformation. If $T$ preserves at least one eigenvalue of each matrix, then $T$ preserves all eigenvalues of each matrix. Moreover, there exists an invertible matrix $P \in M_{n}(F)$ such that for any $X \in M_{n}(F)$, either $T(X)=P X P^{-1}$ or $T(X)=P X^{t} P^{-1}$.

Remark 2. We note that the assertion of Theorem 1 is not valid whenever $F$ is finite. To see this define

$$
T: M_{2}\left(\mathbb{Z}_{2}\right) \longrightarrow M_{2}\left(\mathbb{Z}_{2}\right), T\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=\left[\begin{array}{cc}
b+d & a+d \\
c & d
\end{array}\right]
$$

It is not hard to see that $T$ is a linear transformation with the desired properties, but $T\left(\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]\right)=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ and the characteristic polynomials of $\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$ and $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ are different.

The following corollary shows that, when $F$ is an algebraically closed field we can reduce the assumption of Theorem 1.

Corollary 1. Let $F$ be an algebraically closed field and $T: M_{n}(F) \longrightarrow M_{n}(F)$ be a function defined as $T\left(\left[x_{i j}\right]\right)=\left[f_{i j}\left(x_{11}, \ldots, x_{n n}\right)\right]$, where $f_{i j}\left(x_{11}, \ldots, x_{n n}\right) \in$ $F\left[x_{11}, \ldots, x_{n n}\right]$. Let $S \subset F$ be an infinite set. If for every $B \in M_{n}(S)$, $T$ preserves at least one eigenvalue of $B$, then for every $A \in M_{n}(F)$, $T$ preserves all eigenvalues of $A$.

Proof. By the method used in the proof of Theorem 1 and using Remark 1, the proof is complete.

Lemma 2. Let $F$ be an infinite field. If $f\left(x_{11}, \ldots, x_{n n}\right) \in F\left[x_{11}, \ldots, x_{n n}\right]$ is a polynomial such that for every $A \in G L_{n}(F), f(A)=0$, then $f \equiv 0$.

Proof. For every $A \in M_{n}(F)$, we have $f(A) \operatorname{det}(A)=0$. Now since $F\left[x_{11}, \ldots, x_{n n}\right]$ is a domain and $\operatorname{det}\left(\left[x_{i j}\right]\right)$ is a nonzero polynomial, by Remark 1 we conclude that $f \equiv 0$.

Corollary 2. Let $F$ be an algebraically closed field and $T: M_{n}(F) \longrightarrow M_{n}(F)$ be a function defined as $T\left(\left[x_{i j}\right]\right)=\left[f_{i j}\left(x_{11}, \ldots, x_{n n}\right)\right]$, where $f_{i j}\left(x_{11}, \ldots, x_{n n}\right) \in$ $F\left[x_{11}, \ldots, x_{n n}\right]$. If for every $A \in G L_{n}(F)$, T preserves at least one eigenvalue of $A$, then for every $A \in M_{n}(F)$, $T$ preserves all eigenvalues of $A$.

Proof. By the methods used in the proofs of Theorem 1 and Lemma 2, the proof is complete.

Corollary 3. Let $T: M_{n}(\mathbb{C}) \longrightarrow M_{n}(\mathbb{C})$ be a function defined as $T\left(\left[x_{i j}\right]\right)=$ $\left[f_{i j}\left(x_{11}, \ldots, x_{n n}\right)\right]$, where $f_{i j}\left(x_{11}, \ldots, x_{n n}\right) \in \mathbb{C}\left[x_{11}, \ldots, x_{n n}\right]$. If for any Hermitian matrix $H \in M_{n}(\mathbb{C})$, $T$ preserves at least one eigenvalue of $H$, then for any $A \in$ $M_{n}(\mathbb{C}), T$ preserves all eigenvalues of $A$.

Proof. Assume that $f(t)$ and $g(t)$ and $\gamma\left(x_{11}, \ldots, x_{n n}\right)$ are those polynomials given in the proof of Theorem 1 . It is easily seen that each matrix $A \in M_{n}(\mathbb{C})$ can be written as $H_{1}+i H_{2}$, where $H_{1}$ and $H_{2}$ are Hermitian matrices. For any $r \in \mathbb{R}$, since $H_{1}+r H_{2}$ is a Hermitian matrix, as we saw in the proof of Theorem 1, we conclude that $\gamma\left(H_{1}+r H_{2}\right)=0$. On the other hand, $\gamma\left(H_{1}+x H_{2}\right)$ is a polynomial over complex numbers with infinitely many roots and it should be zero. In particular, $\gamma(A)=\gamma\left(H_{1}+i H_{2}\right)=0$. Therefore, we have $f(t) \mid g(t)$. Since $f(t)$ and $g(t)$ are monic and have the same degree in $t$, we have $f(t)=g(t)$. This implies that $T$ preserves all eigenvalues of $A$.

Theorem 3. Let $F$ be an infinite field and $T: M_{n}(F) \longrightarrow M_{n}(F)$ be a linear transformation. If for any $A \in M_{n}(F)$ with at least an eigenvalue in $F, A$ and $T(A)$ have at least one common eigenvalue in $F$, then there exists an invertible matrix $Q \in M_{n}(F)$ such that for any $X \in M_{n}(F)$, either $T(X)=Q X Q^{-1}$ or $T(X)=Q X^{t} Q^{-1}$.

Proof. Consider $T \otimes 1: M_{n}(\bar{F}) \longrightarrow M_{n}(\bar{F})$ as a linear transformation over $\bar{F}$, where $\bar{F}$ is the algebraic closure of $F$ (note that $\left.M_{n}(\bar{F}) \simeq M_{n}(F) \otimes_{F} \bar{F}\right)$. By Theorem $1, T$ is a characteristic polynomial preserver and if in Corollary 1, we put $S=F$, we conclude that for any $A \in M_{n}(\bar{F}), T \otimes 1$ preserves all eigenvalues of $A$. Now by Theorem B, there exists an invertible matrix $P \in M_{n}(\bar{F})$ such that for any $X \in M_{n}(\bar{F})$, either $(T \otimes 1)(X)=P X P^{-1}$ or $(T \otimes 1)(X)=P X^{t} P^{-1}$. We note that the restriction of $T \otimes 1$ to $M_{n}(F)$ is $T$, and this implies that for any $X \in M_{n}(F)$ either $T(X)=P X P^{-1}$ or $T(X)=P X^{t} P^{-1}$. But it is well known that there exists an invertible matrix $Q \in M_{n}(F)$ such that for any $X \in M_{n}(F)$, either $T(X)=Q X Q^{-1}$ or $T(X)=P X^{t} P^{-1}$ and the proof is complete.
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